Probe effect in scanning tunneling microscopy on Si(001) low-temperature phases
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The probe effect, the effect of parameters in scanning tunneling microscopy (STM) measurement, on the Si(100) surface with two competing phases in delicate balance, was investigated systematically by reexamining its influence on the Si(100) dimer flip-flop motions at 5 and 80 K. On the basis of the results, the complex array of the phenomena of the Si(100) surface structures was comprehended. The phase transition between c(4 × 2) and p(2 × 2) structures below ~40 K was studied by STM, as well as by low-energy electron diffraction, and the appearance of the p(2 × 2) structure at a reduced probe effect was confirmed. In these investigations, a phase with long-range ordering of the c(4 × 2) and p(2 × 2) structures was observed.
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I. INTRODUCTION

All experimental measurements inevitably influence the results obtained. Scanning tunneling microscopy (STM) is a very powerful method for the analyses of physical and chemical phenomena because of its high potential to probe the local electronic structures of materials. However, as has been pointed out, STM parameters, such as bias voltage, tunneling current, and tip-sample distance, influence the sample characteristics. 1–8 For example, as was recently clarified in the photovoltage measurement, tunneling of a small amount of the photoexcited carriers influences the local band bending and results in the scattering of the results depending on the measurement conditions. 1,2 Inelastic-tunneling spectroscopy is one of the promising techniques included in STM, and when the bias voltage is adjusted to the selected vibrational mode, even chemical reactions can be induced at less than a few volts. 3,4 This effect may critically influence the results obtained.

These effects have generally not been taken into account, when the surface structures of semiconductors and metals are the target, because of their stable structures under ordinary experimental measurement conditions. However, recently, STM analysis of the Si(100) surface has been recognized as one of the cases in which the effect of the experimental processes is apparent. 5–8 Namely, despite its great importance, the ground state of the Si(100) surface is still one of the most controversial issues in surface science. Since the Si(100) surface has two competing phases in delicate balance, the perturbations by STM measurement are considered to play an essential role in the chaotic situation.

On the Si(100) surface, pairs of top-layer atoms form dimers, which gives rise to a (2 × 1) structure. 9,10 However, the (2 × 1) phase is not the Si(100) ground state, and different reconstructions within similar dimer structures are possible. The energetically favored alternation of dimer buckling along the dimer rows leads to the two phases. One is the c(4 × 2) reconstruction, in which alternating buckling angles are also present between two neighboring dimer rows. Another possible phase is the p(2 × 2) phase, in which the buckling angle is the same between two neighboring dimer rows. The difference between the energies of the p(2 × 2) and c(4 × 2) reconstructions obtained by theoretical calculations is only of the order of 1 meV per dimer, 10 which further complicates the issue.

From low-energy electron diffraction (LEED) measurements, the reversible second-order phase transition between the disordered (2 × 1) and ordered c(4 × 2) phases is found to occur at ~200 K. 11–13 The most stable phase was concluded to be the c(4 × 2) phase. Through low-temperature STM studies at ~140 K, the c(4 × 2) structure was also confirmed to be the most stable arrangement of the buckled dimers. 14,15 The (2 × 1) phase observed by STM at room temperature was attributed to the quick flip-flop motion of the buckled dimers. 16,17 These results seem to have settled the controversy; however, in subsequent intensive studies on the low-temperature phase of Si(100) by STM and atomic force microscopy, c(4 × 2), p(2 × 2)/c(4 × 2) (coexisting), and symmetric dimer phases were observed to exist below 40 K, which gave rise to further controversy regarding the ground state of Si(100). 6–8,18–25

Recently, in order to solve this issue, STM measurement conditions, such as the effect of the external electric field and tunneling current, were reconsidered. 5,8,26–29 In addition, the surface was studied by LEED to reduce the probe effect. 31 However, the p(2 × 2), c(4 × 2), and disordered phases with buckled dimers were identified again for the respective cases. 5,7,30

These results indicate that there still exists a controversy regarding the ground state, which, however, is due to the difficulty in comprehending the essential point of a complex array of the phenomena. For example, the c(4 × 2) phase, the dominantly observed structure by STM at low bias voltage, changed into the p(2 × 2) phase with increasing bias voltage. Similar structural change, from c(4 × 2) to p(2 × 2), was also observed upon decreasing the tunneling current with the bias voltage held constant. With the latter case left unexplained, the c(4 × 2) phase was concluded to be the ground state, and
the appearance of the \( p(2 \times 2) \) phase was considered as a bias-voltage-induced artificial structure.\(^7\) However, when the two results are taken into consideration together, the \( p(2 \times 2) \) phase appears when the tip-sample distance is increased, namely, under the condition of a reduced probe effect. Even for the LEED measurement, the effect of the probe electrons has been pointed out.\(^3\) Therefore, it is important to analyze the phenomena systematically to gain comprehensive understanding.

In this paper we present our results of the reexamination of the STM probe effect, the key issue that has been causing the current controversy. Systematic study of the Si dimer flip-flop motion proved the existence of the probe effect in STM measurement both at 80 and 5 K and the appearance of the \( p(2 \times 2) \) phase under a reduced probe effect condition. In these investigations, a phase with a long-range ordering of the \( c(4 \times 2) \) and \( p(2 \times 2) \) structures was observed.

II. EXPERIMENT

After prebaking for \( \sim 5 \) h at \( \sim 700 \) °C under a vacuum pressure below \( 5.0 \times 10^{-9} \) Pa, the Si(100) samples (P and As doped: 0.01–0.001 Ω) were heated at 1200 °C for 10 s. After the samples were cooled to 5 K, an additional flash heating was carried out to reduce the defect density and the effect of the adsorbates. Sample temperature was measured with a thermocouple or a Si-diode sensor attached to the sample holder.

III. RESULTS AND DISCUSSIONS

In order to understand the STM probe effect comprehensively, its influence on the dimer flip-flop motion was analyzed systematically. First, the flip-flop motion induced at high bias voltage was examined. Next, the probe effect at low bias voltage was examined by observing the dynamics of P defects. The details will be described later. Then, the phase transition between \( c(4 \times 2) \) and \( p(2 \times 2) \) structures below \( \sim 40 \) K was studied by LEED as well as by STM. Thereby, the appearance of the \( p(2 \times 2) \) structure at a reduced probe effect was confirmed well. Through these investigations, a phase with a long-range ordering of the \( c(4 \times 2) \) and \( p(2 \times 2) \) structures was observed.

A. Analysis of the STM probe effect

1. Inelastic tunneling in high-bias-voltage region at 5 K

Figures 1(a)–1(f) show the STM images obtained in the constant current mode at the same area with six different bias voltages. Symmetric and buckled dimers were imaged at high [a] and [d] and lower [c] and [f] bias voltages, respectively. These characteristics are in good agreement with those reported in other papers.\(^6\)–\(^8\) However, the noteworthy point is that, in the middle-bias range (−0.95 V and 1.45 V), the image of the dimers is rather noisy compared to those at higher bias voltages. The difference is clearer in the line profiles shown in Fig. 1(g), which were taken along the white lines in Figs. 1(a) and 1(b).

To examine this point further, the tunneling current was measured with the STM tip being held above a Si dimer with a weak feedback.\(^3\) As shown in Fig. 1(h), the tunneling current changes between two well-defined values, indicating the flip-flop motion of the dimer [Fig. 2(a)], as was observed in the previous studies.\(^3\)

These characteristics are similar to the change in the temperature-dependent dimer images between 80 K and room temperature (RT), as was described in the Introduction. Namely, the symmetric dimers at high-bias voltage are considered to be caused by the averaged image of the fast flip-flopping motion of dimers, instead of the stable symmetric one.

In order to clarify the probe effect on the flip-flop motion, the bias dependence of the flip-flop rate was observed with the current held constant at 0.2 nA. For the flip-flop rate shown in Fig. 2(b) as a function of the bias voltage, we find thresholds (−0.90 V and +1.45 V) for the process. On the other hand, the flip-flop rate increased with increasing tunneling current, as shown in Fig. 2(c). Here bias voltage was held at −0.90 V, just above the threshold, to measure the change clearly. Saturation at high voltage is due to the suppression caused by the tip-sample interaction, which will be discussed in the following section.

These results clearly indicate the existence of mechanisms such as inelastic tunneling for the flip-flop motion instead of a simple bias effect in this region, which results in the observed symmetric dimer structure. As will be discussed later in Sec. III A 2 (d), this effect was found to appear even at...
80 K. Therefore, first of all, in order to analyze the ground state, we must observe the surface at the bias voltage below the threshold values to remove the inelastic-tunneling process.

In the following section, bias dependence of the probe effect in the low-bias-voltage region will be examined in detail.

2. Low-bias-voltage region

(a) Bias-voltage dependence of STM images at 5 K.

Figure 3(a) shows a STM image at 5 K of the change in the Si(100) surface low-temperature phase obtained by changing the sample bias voltage from -0.45 to +0.45 V then to +0.60 V during one scan. Magnified images of the square areas in Fig. 3(a) are shown in Fig. 3(b)–3(d). Figure 3(e) is the schematic of the square area in Fig. 3(c). At -0.45 V, the $c(4 \times 2)/p(2 \times 2)$ phase was observed, where bright and less bright regions correspond to the $p(2 \times 2)$ and $c(4 \times 2)$ structural areas, respectively [Fig. 3(b)]. The details will be discussed in Sec. III A 2 (c). On the other hand, at +0.45 V, the dominant structure was the $c(4 \times 2)$ phase, which changed into the $p(2 \times 2)$ phase with increasing bias voltage, as clearly seen in the change from Fig. 3(c) to 3(d). These phenomena are similar to those observed in the previous study.

As a noteworthy point, at +0.45 V, there are many black regions which look like missing dimers. These are the $P$ defects, which is a phase defect with a structure similar to...
that of the C defect [Fig. 3(e)].\textsuperscript{16,18,33–41} The C defect consists of two adjacent dimers which buckle with the same orientation. It appears as two protrusions along the dimer row direction on one side of the dimer row and a depression on the other side. However, the $P$ defect can migrate along a dimer row, unlike the $C$ defect, as one of its two dimers changes orientation. Since the $P$ defect changes the ordering of the buckling orientation of dimers along a dimer row, as can be seen in Fig. 3(e), the $P$ defect becomes the boundary between the $c(4 \times 2)$ and $p(2 \times 2)$ structures, inducing the mixture of the structures.

As is shown in Fig. 3(a), $P$ defects are introduced when the bias voltage is changed from $-0.45$ to $+0.45$ V. If the $P$ defects are introduced at random positions, the ratio between the $c(4 \times 2)$ and $p(2 \times 2)$ structural area is considered to remain the same. However, the dominant structure is $c(4 \times 2)$ at the bias voltage of $+0.45$ V. Namely, the $P$ defects are introduced in order to change the surface structure from $c(4 \times 2)/p(2 \times 2)$ to $c(4 \times 2)$. The $P$-defect array shown in Figs. 3(c) and 3(e) is observed widely over the surface, resulting in the reduction of the $p(2 \times 2)$ area. These results indicate that the $c(4 \times 2)$ structure is more stable than the $p(2 \times 2)$ structure under this condition.

It is significant that although the $P$ defects were fixed at the same places at $+0.45$ V, they began to fluctuate at $+0.60$ V with the introduction of the $p(2 \times 2)$ phase area. Namely, movement of the $P$ defects strongly reflects the influence of the probe effect. Therefore, it is important to investigate the influence of the effect on the mobility of the $P$ defect, which will be discussed in the following section.

(b) Tip-sample interaction studied through dynamics of $P$ defect for the positive-bias-voltage region at 5 K.

The probe effect at low bias voltage was examined by observing the dynamics of $P$ defects. Figure 4(a) shows examples of the time-versus-position pseudoimage\textsuperscript{27} at 5 K of a $P$ defect obtained at the bias voltages of $+0.7$ and $+0.8$ V. $P$ defects can be identified easily since they appear darker than normal dimers. Here, the same single dimer row along the longitudinal axis was scanned repeatedly; the time evolution of the change is shown on the horizontal axis. Since dimers are alternately buckled in opposite orientations, the periodicity of $2a_0 (a_0=0.38$ nm) arises when a $P$ defect moves one step, which was well confirmed.

The hopping rate as a function of the bias voltage for the tunneling current of 0.5 nA is summarized in Fig. 4(c). The hopping rate increases with the bias voltage, namely, with increasing the tip-sample distance.

In order to discriminate the two effects, a similar experiment as above was performed, but with the tunneling current being changed at constant bias voltages. Tunneling-current-dependent movements of the $P$ defect are schematically shown in Fig. 4(d). As summarized in Fig. 4(d) (example of 0.6 V), the hopping rate increases with decreasing tunneling current, namely, with increasing tip-sample distance.

From these results, it can be concluded that the surface is influenced by the tip-sample distance rather than the bias voltage in this region. The $p(2 \times 2)$ phase appears under the condition of reduced tip-sample interaction.

FIG. 4. (a) Time vs position pseudoimage of a $P$ defect observed at the bias voltages of $+0.7$ and $+0.8$ V. (b) Tunneling-current dependence of the time vs position pseudoimage of a $P$ defect. Lattice unit in the vertical axis is $4a_0$. Hopping rates of the $P$ defects as a function of the bias voltage (c) and tunneling current (d).

(c) The $c(4 \times 2)/p(2 \times 2)$ phase observed for the low-negative-bias voltage at 5 K.

Next, let us examine the details at negative-bias voltage. As is shown in Figs. 3(a) and 3(b), a complex structure consisting of the $c(4 \times 2)$ and $p(2 \times 2)$ phases was found with an appropriate choice of the measurement conditions: between $-0.9$ and $-0.4$ V. The structure shows a different contrast between the $c(4 \times 2)$ and $p(2 \times 2)$ phases, resulting in the observed stripe pattern, while they are imaged with almost the same brightness at positive-bias voltage, for example, as shown in Fig. 3(d).

In order to clarify the electronic structure of the surface, we carried out tunneling spectroscopy of the $c(4 \times 2)$ and $p(2 \times 2)$ phases on the surface. Figures 5(a) and 5(b) show a typical I-V curve and corresponding STS spectra, respectively. The measured range was limited between $-0.6$ and $+0.8$ V to prevent the flip-flop motion of dimers due to inelastic tunneling which appears at higher bias voltages. The
setpoint bias voltage and tunneling current were +0.8 V and 2.5 nA, respectively, with which the c(4×2) and p(2×2) phases are imaged with almost the same height. Thereby, the tip-sample distance can be the same for the measurements on both phases, and be held at the same distance during the STS measurement.

From the STS spectra, it is clear that the difference in the electronic structure is dominant in the low-bias region in the negative-bias side. Figure 5(c) shows a dI/dV image at several bias voltages over the c(4×2) and p(2×2) phase area. The difference in the electronic structure between the two phases is clear. Namely, the p(2×2) area is more conductive. Since the characteristic is identified at low temperature, the effective contribution of the surface states may be dominant. The observed difference may be caused by the difference in the local band bending due to charge transfer in the surface layer, and may play a role in stabilizing the structures. Theoretical analysis is necessary.

Although the induced structure is completely different from that observed for the positive-bias region, the distance-dependent probe effect was similar; the p(2×2) area tends to decrease with the bias voltage, namely, with decreasing tip-sample distance. As shown in Fig. 5(c), when the tip-sample distance was held at the same point, contrary to the results shown in Fig. 3, the surface structure did not change even if the bias voltage was changed. These results clearly indicate that the tip-sample distance plays an essential role in the observed change of the ratio between the c(4×2) and p(2×2) phases. Details will be discussed in Sec. III B.

In order to see the stripe structure consisting of the c(4×2) and p(2×2) phases, we reinvestigated the bias dependence of the surface structure at 80 K, the details of which will be discussed in the following section.

(d) The c(4×2)/p(2×2) phase observed for the low-negative-bias voltage at 80 K.

To further understand the probe effect in the negative-bias-voltage region in more detail, we investigated the bias dependence of the surface at 80 K. Until now, only the c(4×2) phase has been observed at 80 K for both n- and p-type samples, and the c(4×2) phase is considered to be the stable one at this temperature. In fact, in our sample, we also observed the c(4×2) phase by LEED measurement.

However, at −0.8 V, we observed the emergence of the p(2×2) phase for n-type samples, as shown in Fig. 6(a), in which a magnified image is also shown. As can be seen in Fig. 6(a), the p(2×2) phase was imaged brighter than the c(4×2) phase, which is similar to the result obtained at 5 K. As shown in Fig. 6(b) of the line profile along the red line in Fig. 6(a), there seems to be a certain periodicity on the surface for the ordering of the c(4×2) and p(2×2) phase areas. The noteworthy point is that even when the surface structure fluctuates, the periodicity remains.

Figure 6(c) shows the magnified image of the rectangular area in Fig. 6(a). The scan direction is from left to right and bottom to top side. The line profiles obtained at the points A–D in Fig. 6(c) are shown in Fig. 6(d). At each point, the periodic structure fluctuates along the scan line. However, the periodicity clearly remains in each line, indicating that the stripe structure of the c(4×2) and p(2×2) phases are merely shifted perpendicular to the dimer row with the periodicity being retained. Namely, there is a strong long-range

FIG. 5. (Color) I-V (a) and dI/dV (b) curves obtained over the c(4×2) and p(2×2) phases. (c) A dI/dV image at −0.6, −0.2, +0.2, and 0.6 V. (d) Spectra obtained by averaging over the c(4×2) and p(2×2) phases.
interaction on the surface.

In order to understand the point further, we analyze the periodic structure. Figure 7(a) is the two-dimensional autocorrelation obtained by STM of the surface. The STM image used for the analysis is the double-size topographic image of Fig. 6(a) \(250 \times 50 \text{ nm}^2\). The calculation was performed using

\[
c(\Delta x, \Delta y) \approx \frac{1}{2X \times 2Y} \int_{-X}^{+X} \int_{-Y}^{+Y} z(x, y)z(x + \Delta x, y + \Delta y)dx \ dy
\]

with 2000 pixels \( \times \) 400 pixels, where 1 nm = 8 pixels. And \( c(0, 0) \) is located at the center of the image.\(^{44}\)

The line profiles of the autocorrelations obtained for several bias voltages are summarized in Fig. 7(b). As can be seen in the profile of \(-0.9 \text{ V}\), it is clear that there are two components \( (\lambda = 0.76 \text{ nm and 4 nm}) \). The shorter one corresponds to the periodicity of the dimer row. The longer one is the periodicity which appeared in Fig. 6(a) as a long-range ordering consisting of the \(c(4 \times 2)\) and \(p(2 \times 2)\) phases. A similar result was obtained at 5 K, and the existence of the same periodicity was confirmed. A noteworthy point is that the structure is very stable, and fluctuation does not occur at 5 K, as was shown in Figs. 1(c), 3, and 5(c).

For low bias voltages, the contrast of the periodicity decreases, which is due to the fact that the area of the \(cs_4\) phase increases with decreasing tip-sample distance. An example of the corresponding change in the STM images is shown in Fig. 8. Figures 8(a) and 8(b) show the change with bias voltage and Figs. 8(c) and 8(d) show the change with the tunneling current. These results indicate that even in the negative-bias-voltage region, the tip-sample distance effect increases the extent of the \(c(4 \times 2)\) structure on the surface.

When the bias voltage was increased, the dimers began to be imaged as symmetric ones, which is similar to those obtained at 5 K. The bias-voltage-dependent STM images are shown in Fig. 9. The \(c(4 \times 2)/p(2 \times 2)\) structure begins to be unstable on increasing the bias voltage, as shown in Fig. 9(c), which is similar to the characteristic observed at 5 K (Fig. 1). The other electronic state between two adjacent dimer rows are imaged at +2.4 V [Fig. 9(e)], as was pointed out in the previous work.\(^{45, 46}\) For the positive-bias voltages, flip-flop motion has not yet been identified clearly.

A noteworthy point is that the \(c(4 \times 2)\) structure remains at \(-1.0\) and +2.4 V, which was pointed out in previous works,\(^5\) which is due to the fact that the \(c(4 \times 2)\) structure is stable at 80 K. The result is clearly shown in Fig. 9(a), which is the magnified image of the square area in Fig. 9(d), with a
high contrast. Namely, the $c(4\times2)$ structure appears under the condition of reduced tip-sample interaction which depends on the tip-sample distance. Since the probe effect observed in the negative-bias-voltage region is similar to that observed at 5 K, while the $c(4\times2)$ phase remains for the positive-bias voltage, the $c(4\times2)$ structure is more stable for the positive-bias voltages at 80 K. However, the $p(2\times2)$ structure appears under the condition of a reduced probe effect at 5 K. These results indicate that the change in the stability of the $c(4\times2)$ phase is not a tip effect but a temperature-dependent characteristic. We discuss the point in detail in the following section.

B. Comparison of the phase diagrams at 80 and 5 K

We have seen several probe effects at 5 and 80 K. From the standpoint of the bias voltage and the tip-sample distance dependence, the following occur.

1. Symmetric dimers appear in the high-bias voltage region.
2. The stripe structure consisting of the $c(4\times2)/p(2\times2)$ complex phases with the long-range periodicity appears in the low-negative-bias region at both 5 and 80 K.
3. The $c(4\times2)$ phase area tends to increase in the stripe structure at both 5 and 80 K with decreasing tip-sample distance, namely, under the condition of tip-sample interaction (the characteristic was clearer at 80 K).
4. When the tip-sample distance is held at the same point, the surface structure does not change even if the bias voltage is changed for the STS measurement.
5. The $p(2\times2)$ phase appears at the intermediate positive-bias-voltage region at 5 K.

FIG. 8. Bias-voltage [(a) and (b)] and tunneling-current [(c) and (d)] dependences of the $c(4\times2)/p(2\times2)$ structure at 80 K.

FIG. 9. Bias-voltage dependence of the STM images at 80 K.
These bias dependences are summarized as phase diagrams for 80 and 5 K, as shown in Fig. 10. The bias voltages to determine the characteristics of the surface structures may change slightly, for example, in the order of 0.1 V, depending on the difference in the STM-tip conditions such as the shape of the tip apex used, which, however, does not make any essential changes in the understanding of the obtained characteristics.

As can be seen, the characteristics of the 80 and 5 K diagrams are similar to each other, in the negative-bias-voltage and +0.4 to +0.5 V regions. At high-bias-voltage regions, the results indicate that the $c(4 \times 2)$ phase is stable at 80 K, even with the flip-flop motion.

It was noted in the previous paper that the $p(2 \times 2)$ phase is the tip-induced structure. However, it is curious that the probe effect has a temperature dependence only for positive-bias voltage (shaded area in Fig. 10). Therefore, first of all, there exists a temperature effect that changes the relative stability between the $c(4 \times 2)$ and $p(2 \times 2)$ phases, which determines the surface structure, between 80 and 5 K. Namely, from the results including those in the past, the $c(4 \times 2)$ structure becomes unstable at 5 K. Then at higher bias voltage, symmetric dimers are induced by such effects as the inelastic-tunneling mechanism. In the bias-voltage region lower than the threshold of inelastic tunneling, there is a bias-voltage effect which induces the stripe structure appearing at negative sample bias voltage. The reason is not clear at this stage, but can be related to the polarity of the bias voltage. Namely, there also exists a bias-voltage effect, as has been pointed out recently. Since STS spectra change between the $c(4 \times 2)$ and $p(2 \times 2)$ areas, charge transfer may play a role in the stabilization of the structure.

As was pointed out earlier, we must consider the tip-sample interaction in addition to the influence of the bias voltage. This interaction becomes stronger when the tip-
sample distance is kept constant, the ratio between the results mentioned in the Introduction can be explained with decreasing tip-sample distance, the previously reported and theoretical calculation are necessary; these we leave for effect, experiments of, for example, atomic force microscopy the dominant effect. In order to clarify the mechanism of this sample distance is reduced. In fact, as has been shown, this is the characteristic shown in Figs. 3 and 8. The result clearly indicates the surface characteristic at a reduced probe effect condition, namely, the existence of the phase transition caused by the change in the temperature.

As has been shown, the probe parameters such as bias voltage, tunneling current, and tip-sample distance in STM measurement were clarified by investigating their influence on the dimer flip-flop motions of the Si(100) surface. Therefore, in order to understand the low-temperature phase transition at temperatures below 50 K, we must observe the surface adopting conditions under which we can reduce the STM measurement effects, namely, the bias voltage of 0.5–1.5 V, and a low tunneling current such as 0.1 nA. We performed analysis taking account of the conditions. For comparison, we also performed LEED measurements of the surface with which we can examine the STM probe effect in more detail.

C. Low-temperature phase transition studied by STM and LEED

1. Observation by STM

Here, let us examine the phase change at low temperature in detail. Taking the phase diagram in Fig. 10 into consideration, structural change was observed as a function of the temperature in order to clarify the phase transition below 40 K, under the conditions at a reduced tip-sample interaction (1.0 V, 0.1 nA). Figures 11(a)–11(c) show typical STM images at 29, 43, and 50 K, respectively, where c(4×2) (red), p(2×2) (blue), and unstable (yellow) dimer areas are seen. In the current image, unstable dimers were observed as white dots, which indicates that the dimers are flip flopping, as shown in Fig. 11(d) of the magnified image acquired over the square area in Fig. 11(b). As shown in Figs. 11(a)–11(c), the structural change is clear. Namely, at 29 K, the main structure is the p(2×2) phase, but the c(4×2) structure emerges and covers almost all of the surface at 50 K, similar to that at 80 K. A noteworthy point is that around the phase-transition temperature, a disordered phase due to the mixture and fluctuation of the three phases appears, as shown in Fig. 11(b), indicating the instability of the surface. The percentages of the c(4×2), p(2×2), and flip-flopping dimer structures were counted over a wide area and are plotted as a function of temperature in the range of 30–50 K in Fig. 11(e). Although the tip-sample distance tends to increase with increasing temperature due to the increase in the conductance, the amount of the c(4×2) phase increases, contrary to the characteristic shown in Figs. 3 and 8. The result clearly indicates the surface characteristic at a reduced probe effect condition, namely, the existence of the phase transition caused by the change in the temperature.

2. Observation by LEED

In order to confirm the observed temperature dependence, the structural change was detected by LEED without the STM probe effect. LEED patterns were recorded using a video-rate charge-coupled device camera (30 frames/s), and sequences of 30 frames were integrated to obtain images for the analysis of the change in the LEED pattern. Figures 12(a) and 12(b) show LEED patterns obtained at ~50 and ~20 K, respectively. At 50 K, only the one-fourth-order spot was observed, which clearly indicates that the c(4×2) phase is dominant at this temperature. On the other hand, at ~20 K, the (3/4, 1/2)-c(4×2) spot intensity decreased and the (1/2, 1/2)-p(2×2) spot intensity became apparent, as shown in the figure. In order to examine the details of the change, the temperature dependence of both spot intensities is summarized in Fig. 12(c). The diffuse background was subtracted from the integrated spot intensity in the analysis.

The p(2×2) phase increased below ~30 K. The temperature dependence of the phase transition is in good agreement with the result obtained by STM measurement. The slightly lower transition temperature and the saturation of the p(2×2) spot intensity below 20 K observed in LEED measurement is probably due to the fact that the sample is not shielded against radiation in the LEED setup. In addition, since the surface structure becomes unstable at low temperature, the probe electron energy of ~50 V for the LEED study may cause the flip-flop motion, as was pointed out recently, and may result in the perturbation of the surface structure instead of remaining the single p(2×2) phase. This is supported by our results shown in Fig. 2. However, the appearance of the p(2×2) phase without such perturbations was confirmed by STM at a reduced probe effect condition as shown in the preceding section.

Since the intensity of the LEED spot of the c(4×2) has a maximum at ~40 K, which is time independent and reproduced well, the existence of the temperature-dependent stability of the c(4×2) phase is clear. The result suggests the change in the potential of the flip-flop motion below ~40 K. The detail will be discussed in the following section.

3. Discussion about the low-temperature phase transition

The c(4×2) and p(2×2) structures are dominant at ~80 and ~10 K, respectively, and they gradually change into the p(2×2) and c(4×2) phases, respectively, via an unstable disordered phase with increasing temperature, as shown in Figs. 11(e) and 12(c). Since a second-order phase transition, disordered (2×1) to c(4×2), occurs at ~200 K, some additional mechanism is necessary to explain the appearance of the second phase transition at low temperature.

At high temperatures, since the c(4×2) phase is more stable than the p(2×2) phase, the potential depth of the c(4×2) structure is greater than that of the p(2×2) structure. Since the c(4×2) phase is stable up to ~200 K, the barrier height from the c(4×2) to the p(2×2) phase is higher than the thermal energy of this temperature, and the potential height for the opposite path should be sufficiently low. Furthermore, at room temperature, the symmetric dimer structure must appear with the flip-flop motion of the dimers.
Namely, the barrier heights for both paths are sufficiently small compared to the thermal energy at room temperature. On the other hand, at \( \sim 10 \) K, \( p(2 \times 2) \) covers almost the entire surface and fewer \( c(4 \times 2) \) and symmetric dimer structures are observed,\(^{49}\) therefore, the total energy of \( p(2 \times 2) \) is lower than that of \( c(4 \times 2) \), and the energy barrier height from \( p(2 \times 2) \) to \( c(4 \times 2) \) is higher than the thermal energy. Also, the potential height for the opposite path must be sufficiently low.

On the basis of these analyses, in order to explain the second phase transition at lower temperature, it is necessary to consider a temperature-dependent change in the potential-energy landscape for the buckled dimer structures. A possible schematic model of the potential-energy landscapes for the buckled dimer structures at \( \sim 80 \) and \( \sim 10 \) K are shown in Fig. 13.

At the phase-transition temperature, the \( c(4 \times 2) \) or \( p(2 \times 2) \) phase merges with the \( p(2 \times 2) \) or \( c(4 \times 2) \) phase area, respectively, with the introduction of \( P \) defects, which are movable phase defects.\(^{16,18,36-41}\) In addition, there appears to be a high proportion of flip-flopping dimer areas, as shown in Fig. 11(b). The appearance of the flip-flopping dimers during the phase transition directly indicates the instability of the buckled dimer structures at the phase-transition temperatures. The existence of the disordered phase due to mixing of and fluctuation between the \( c(4 \times 2) \) and \( p(2 \times 2) \) phases indicates that the mutual structural change is easy and the two phases have almost the same energy at the phase-transition temperature, \( \sim 43 \) K.

According to the analysis of the unstable structures including the flip-flopping dimers at \( 40-45 \) K, similar to those at higher and lower temperatures, the barrier height for the dimer flip-flop motion may be sufficiently low compared to the thermal energy at this temperature, as shown in Fig. 13. Another possible mechanism is that since macroscopic quantum tunneling becomes effective at low temperatures, the observed instability and fluctuation of the buckled dimer structures may be induced by the quantum fluctuation between the two phases.\(^{41}\) In this case, if the potential depths for the \( c(4 \times 2) \) and \( p(2 \times 2) \) phases are similar, mutual tunneling occurs even if the barrier height is higher than the thermal energy. When the potential depth for the \( p(2 \times 2) \) phase becomes greater than that of the \( c(4 \times 2) \) phase at low temperature, the transition from \( c(4 \times 2) \) to \( p(2 \times 2) \) becomes dominant, which also occurs in the \( p(2 \times 2) \) phase.

Since the ratio between \( c(4 \times 2) \) and \( p(2 \times 2) \) changes gradually at the phase-transition temperatures, as shown in Figs. 11(e) and 12(c), the potential-energy landscape related to the structures is also expected to undergo a continuous change. How does this temperature-dependent potential change come about? It is well known that the dimer structures are stabilized with a delicate balance between the electronic and elastic interactions of dimers.\(^{40}\) Therefore, a possible explanation may be the relationship of the phenomena to the change in the strain due to negative thermal expansion, as was previously pointed out.\(^{19}\) Also, since the carrier density changes effectively at low temperature, it may play an important role in the change in the interaction. In order to clarify this in detail, further experiments on, for example, the dopant effect on the phase-transition temperature, and theoretical calculations including aspects such as the effect of the dopants and the thermal expansion effect are needed.

The effective macroscopic quantum tunneling process at low temperatures may play a role in the observed instability and fluctuation of the buckled dimer structures around the phase-transition temperature.\(^{30,41}\) In consideration of the difference between the energies of the \( p(2 \times 2) \) and \( c(4 \times 2) \) reconstructions obtained by theoretical calculations, 1 meV per dimer,\(^{10}\) the stability of the \( c(4 \times 2) \) phase at around 100 K may need to be reconsidered.

### IV. Conclusion

The effects of STM parameters such as bias voltage, tunneling current, and tip-sample distance in STM measurement were examined by investigating their influence on the dimer flip-flop motions of the Si(100) surface, which has two competing phases in delicate balance. Referring to the results, the complex array of the Si(100) surface phenomena was comprehended. The phase transition between \( c(4 \times 2) \) and \( p(2 \times 2) \) structures below \( \sim 40 \) K was studied by STM, as well as by low-energy electron diffraction, and the appearance of the \( p(2 \times 2) \) structure under a reduced probe effect was confirmed. Since the reversible phase transition between the disordered \( (2 \times 1) \) and the ordered \( c(4 \times 2) \) structures at \( \sim 200 \) K is well known to be a second-order phase transition, the result suggests that potential energy for Si dimer buckling is temperature dependent.
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